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FAST-NEUTRON ELASTIC SCATTERING FROM ELEMENTAL VANADIUM
by

A. B. Smith, P. T. Guenther, and R. D. Lawson

ABSTRACT

Differential neutron elastic- and inelastic-scattering cross sections of
vanadium were measured from 4.5 to 10.0 MeV. These results were
combined with previous 1.5 to 4.0 MeV data from this laboratory, the
11.1 MeV elastic-scattering results obtained at Ohio University, and the
reported neutron total cross sections to energies of = 20.0 MeV, to form
a data base which was interpreted in terms of the spherical optical-
statistical model. A fit to the data was achieved by making both the
strengths and geometries of the optical-model potential energy
dependent. This energy dependence was large below ~ 6.0 MeV. Above
=%~ 6.0 MeV the energy dependencies are smaller, and similar to those
characteristic of global models. Using the dispersion relationship and
the method of moments, the optical-model potential deduced from the 0.0
to 11.1 MeV neutron-scattering data was extrapolated to higher energies
and to the bound-state regime. This extrapolation leads to predicted
neutron total cross sections that are within 3% of the experimental
values throughout the energy range 0.0 to 20.0 MeV. Furthermore, the
values of the volume-integral-per-nucleon of the real potential are in
excellent agreement with those needed to reproduce the observed binding
energies of particle- and hole-states. The latter give clear evidence
of the Fermi surface anomaly. Using only the 0.0 to 11.1 MeV data, the
predicted E < 0 behavior of the strength and radius of the real
shell-model Woods-Saxon potential are somewhat different from those
obtained by Mahaux and Sartor in their analysis of nuclei near closed
shells. This is attributed to the neglect of higher-energy data in the
extrapolation. Because of the dispersion relationship linking the real
and imaginary potentials, it is argued that the use of a global optical
model for interpreting low-energy data is suspect but, at the same time,
probably a reasonable approximation at higher energies.

I. INTRODUCTION

This study of the interaction of fast neutrons with elemental
vanadium was motivated by applied and fundamental interests.

Metallic vandium has unusual properties, notably strength at high
temperatures and the ability to contain tritium. These characteristics
make it an attractive metal in a number of nuclear applications,
particularly those associated with the development of fusion-energy
Systems. For such applications the neutronic properties of vanadium



must be well defined in a comprehensive evaluated nuclear-data file.
Such files are constructed from measured quantities, extrapolated and
interpolated using nuclear models. An objective of this work was the
provision of a quantitative optical model (OM) for wuse in the
formulation of a comprehensive evaluated nuclear-data file reported
elsewhere.

In a recent study1 of neutron interactions with 20981, it was found

that the characteristic OM potentials changed markedly at = 15.0 MeV
above the Fermi energy, EF. At low energies the real radius, r, (herein
all radii are expressed in the form Ri = ri~A1/3), and Jv (the real
potential volume-integral-per-nucleon) of the Woods-Saxon potential both
decreased rapidly with increasing incident energy, E, whereas the
diffuseness of the imaginary Woods-Saxon-derivative interaction, aw, was

small for E - 0, and increased rapidly for E= Q0 to 10.0 MeV. At higher
energies, aw and r, were essentially energy independent and dJV/dE

became quite small, approaching a magnitude characteristic of global

models.z'3 This sharp energy dependence of the potential, implied by
fitting the neutron total and elastic-scattering cross sections at low
energies, had already been observed in earlier work reported from this

4,5 Recently an analysis of the 1.5 to 10.0 MeV neutron-

scattering data6 for 5900 exhibited some of the same characteristics as

evident in the 2ogBi case, with the marked change in the OM parameters

occurring = 19.0 MeV above EF’ However, the size and energy dependence

laboratory.

of the 59Co imaginary potential and other considerations indicated that
this nucleus is undoubtedly appreciably deformed. Thus it 1is of
interest to examine a spherical nucleus in the A = 50-60 region to see
if the OM parameters have an energy dependence and magnitude similar to

those obtained for the closed-shell plus-one-proton nucleus 2ogBi.

The nucleus 51V (= 99.75% elemental abundance) has a closed neutron

shell (N = 28) with three valence f protons outside the Z = 20 core.

7/2
The low-lying excited states observed in this nucleus are very well
described in terms of a spherical (nf7/2)3 shell model.7 For this
reason (and others, as noted later) it was assumed that 5]V is a
spherical nucleus, and thus the study of neutron scattering from it
would test whether or not the OM behavior noted in the A = 208 region
applied to spherical A = 50-60 nuclei. The requisite data base for a
quantitative study of the spherical OM of vanadium was obtained by
detailed measurements of neutron elastic-scattering cross sections and



selected measurements of inelastic-scattering cross sections at incident
energies between 4.5 and 10.0 MeV. These data were extended utilizing

neutron scattering and total cross sections for E ¢ 4.0 MeV previously
reported from this laboratory,s'9 the 11.1 MeV elastic-scattering

results reported by Ferrer et al,10 and the neutron total cross sections

to 20.0 MeV as given in a recent complementary evaluation.11
. 12-15
For spherical nuclei, Mahaux and Sartor have used the
dispersion relationship connecting the real and imaginary

oM potentials.16 and their moments, to examine the properties of the
real interaction at negative energies (i.e., the shell-model potential).
In this paper, the OM potential implied by the positive-energy neutron
data is examined in the bound-state regime, particularly its capability
to predict the single-particle- and hole-state binding energies.

Section II of this paper very briefly outlines the experimental
methods employed in the measurements, and the experimental results are
presented in Section III. The interpretation of the data base in terms
of the spherical optical-statistical model is described in detail in
Section IV. Section V presents the implications of the dispersion
relations, and Section VI discusses the findings of the work and
summarizes the main conclusions.

I1. EXPERIMENTAL METHODS

The experimental methods employed in the present neutron-scattering
cross-section measurements have been extensively used at the Argonne

Tandem Dynamitron. They have been described in detail;17_19 thus, only

a very brief outline is given here.

The measurement samples were fabricated of chemically pure vanadium
metal. They were solid cylinders 2 cm in diameter and 2 cm long. The

D(d,n)sﬂe reaction was used as the neutron source throughout the
measurements. The source was pulsed at a repetition rate of 2.0 MHz,
with a pulse duration of approximately 1 nsec. The incident-neutron
energy scale was determined to + 10 keV by control of the energy of the
incident ion beam.

The neutron-scattering measurements were made using the Argonne

10-angle time-of-flight scattering apparatus.17_20 The time spectra of

neutrons scattered over flight paths of = 503 cm were concurrently
measured at the ten scattering angles. Two additional time channels
provided redundant monitoring of the neutron-source intensity. Relative



detector efficiencies were determined using the spectrum of neutrons

252 . . . 2
emitted from a 5‘"Cf spontanecusly fissioning source. ! The cross
sections were determined relative to the well-known H(n,n) scattering

standard.22 The observed scattering cross sections of vanadium and the

reference hydrogen (polyethylene) results were corrected for mulitple-
event, incident-beam-attentuation, and angular-resolution effects using
the methods of Ref. 23. These procedures involved monte-carlo
calculations which were pursued through three iterations.

II1I. EXPERIMENTAL RESULTS

The elastic-scattering measurements were made at = 500 keV
intervals from 4.5 to 10.0 MeV. Forty to eighty differential values

were obtained at each incident energy, distributed between = 18O and

1600. Incident-neutron resolution decreased from = 300 keV at 4.5 MeV
to = 100 KkeV at 10.0 MeV. Scattered-neutron resolution was
intentionally kept relatively broad so as to assure that scattered
neutrons resulting from the excitation of the first, 320 keV, state were
included with the elastically-scattered component, while at the same
time neutrons due to the excitation of higher-lying levels were

24 The relative energy sensitivities of each of the

time-of-flight detectors, as determined using the 252Cf fission

spectrum, were normalized to an absolute scale by observing neutron
scattering from the well-known H(n,n) (polyethylene sample) standard

excluded.

reaction. Relative scattering angles were determined to = 0.1o using
conventional optical methods. The absolute calibration of this relative
angular system was determined by observing the scattering of neutrons
from a heavy target having a very pronounced angular distribution, both
left and right of the apparent center line. This procedure provided a

zero-degree calibration with an accuracy of = % 0.20. The measurements
were made over a several-year period, in an energy-random manner, using
different instrument settings. The consistency of the results was good.
In addition, differential elastic-scattering cross sections of carbon,
which were measured concurrently with those of vanadium, were in good

agreement with the well-known values.22

The statistical uncertainties of the differential values varied
from < 1%, in regions of large cross sections, to > 10% at the minima of
the distributions. Systematic uncertainties, primarily arising from the
absolute calibration of the detectors, were estimated to be < 3%.
Correction procedures introduced additional errors that were generally
¢ 1%, except at the minima of the distributions where they could be
considerably larger. The above-cited angle calibration implies
significant cross-section uncertainty in angular regions of raplidly



varying cross section. Finally, a minimum cross-section sensitivity of
~ 1.5 mb/sr was subjectively assumed as representative of small errors
from unidentified sources. This latter contribution has a negligible
effect, except at the very minima of the higher-energy distributions.
These various components were combined in quadrature to obtain the total
uncertainty.

As illustrated in Fig. 1, the present work nicely extrapolates to
the lower-energy results previously reported from this laboratory9 and

to the 11.1 MeV results of Ferrer et al.lo Using averages at lower
energies to smooth fluctuations, the data base of Fig. 1 provides a good
foundation for the study of physical models from 1.5 MeV to 11.1 MeV.
Illustrative comparisons of the present results with previously reported
values are presented in Fig. 2. It is clear from an inspection of the

total cross section11 that considerable fluctuations in the
elastic-scattering should be expected up to energies of more than 5.0
MeV. Thus, comparisons of experimental results below incident energies
of = 6.0 MeV are sensitive to exact experimental energy scales and
resolutions. The comparisons shown in Fig. 2 are relatively good.
Other data sets, drawn from the files of the National Nuclear Data
Center, compare far less favorably.

The primary goal of the measurements was the above
elastic-scattering cross sections. However, some ancillary neutron
inelastic-scattering results were obtained for the excitation of the 929
keV level, and for the composite excitation of the 1609 and 1813 keV
states. These inelastic-scattering results are compared with some
previously reported ones in Fig. 3. Only one set of prior results (Ref.
25) extends to any appreciable extent into the region of the present
measurements. In that case, the agreement with the results of the
present work is good. At the higher energies of the present work the
inelastic-scattering cross sections are small (a few mb/sr), suggesting
that the processes are largely of a compound-nucleus nature. However,
the values do remain larger than predicted by statistical-model
calculations, as discussed below.

IV. INTERPRETATION

The theoretical interpretation was based upon the conventional

spherical-optical-statistical mc:)del.ss_s'7 Inherent in this approach is

the assumption of a spherical nucleus with only shape and
compound-nucleus scattering contributing to the neutron-induced
processes. The OM potential was assumed to consist of a real
Woods-Saxon, an imaginary Woods-Saxon-derivative, and a Thomas

spin-orbit interaction.36 No volume absorption or imaginary spin-orbit
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potential was considered, as there is no evidence for their contribution
in similar studies in this mass-energy region.38 All compound-nucleus

contributions were calculated from the Hauser-Feshbach formula,37 as
modified for width-fluctuation and correlation corrections by

Moldauer,39 and were carried out using the computer code ABAREX.40

The data base used in the interpretation consisted of:

i) The present elastic-scattering results, extending from 4.5 to
10.0 MeV, discussed in Section III.

ii) The 11.1 MeV elastic-scattering distribution reported by

Ferrer et al.10 This measurement was part of an extensive
11.1 MeV study extending over a wide mass range.

iii) The elastic scattering of Ref. 9, averaged over = 500 keV
incident-energy intervals so as to provide five angular
distributions with mean energies of 1.8, 2.3, 2.8, 3.3, and
3.8 MeV. The broad averages are necessary to smooth the
obvious fluctuations in the individual experimental angular
distributions. A second averaging procedure was also examined
in which the individual angular distributions were
concurrently fitted within s 500 keV energy intervals. The OM
parameters obtained wusing the two different averaging
procedures were nearly the same. Thus, although the
compound-nucleus contributions undoubtedly change over the
averaging interval, there was not a significant effect on the
OM parameters in this case. The OM parameters presented later
in this Section are those obtained using the first of these
two alternative methods, as much less calculational time was
invelved. h

iv) The energy-averaged neutron total cross sections of Ref. 11,
extending from =10.0 keV to 20.0 MeV. Ref. 11 presents a
rigorous statistical evaluation of all of the experimental,
total cross-section results available from the National

Nuclear Data Center.41
V) The € = 0 strength function, SO, deduced from low-energy

. 42
resonance observations.

No elastic~scattering data has apparently been reported between

11.1 and 20.0 MeV,43 except a single 14.7 MeV distribution13 which does



not have the precision and detail desirable for model fitting. There
are a few other previously reported elastic-scattering distributions in
the 1.5 to 10.0 MeV range, as cited above, but they are only at isolated
energies, of variable quality and completness, and frequently not
particularly consistent with one another. Therefore, they were not used
in the present interpretation. If included, they would have such a low
weight that their impact on the resulting parameters would be small.
There are previously reported elastic-scattering distributions below 1.5

Mev,a'45 as a result of work at this laboratory. However, they are
subject to very large fluctuations and are not as sensitive to model
parameters since they are far more isotropic than the higher-energy
distributions. Thus, they were not used in the present interpretation.

Although there is no reason to believe that the measured data on
vanadium are of inferior quality, the derivation of the OM parameters
from them proved difficult. Indeed, the measurements were generally a
part of an extensive experimental program, and results concurrently

obtained for other targets have proven very satisfactory.l'6

Fluctuations are obviously a serious concern to more than 5.0 MeV, even
with the relatively broad experimental resolutions of the data averages
cited above. The fluctuation problem becomes more acute as the energy

decreases. The first excited level of 51V is at 320 keV.24

Inelastically scattered neutrons associated with the excitation of this
level were resolved from the elastically scattered neutrons at incident
energies of ¢ 4.0 MeV. Above 4.0 MeV, the experimental data included
the first inelastic-neutron group with the elastically scattered
component, and the calculational procedures combined the two groups when
fitting the experimental data. While this approach is sound, it tends
to obscure the minima of the elastic distributions, rendering the OM
parameters somewhat less precise. Even at the highest energies, the
observed distributions were generally structureless compared to those
observed in scattering from heavier nuclei. They are characterized by a
prominent forward-angle maximum, a single relatively weak secondary
maximum at larger angles, and two rather broad and ill-defined minima.
Distributions of this nature do not provide the sharp structure
characteristic of higher energies, and/or heavier-mass targets, and thus
do not lead to well-defined OM parameters.

The model parameters were determined by minimizing xz, where

(1)

[ oi(exp) - ai(cal) ]2

2| -

= INA =

6°j(exp)

with oi(exp) the ith observable, Goi(exp) its uncertainty, oi(cal) the

corresponding calculated value, and N the number of data points at the

10



energy of interest. One value of oi may be the value of the total cross

section, as discussed below. Primary emphasis was placed upon data
obtained at energies ) 4.0 MeV where the fluctuations were less
pronounced. The fitting procedure included compound-nucleus

contributions below 8.0 MeV incident energy. At higher energies it was
assumed that the elastic scattering was entirely a "shape” process.

The interpretation is most sensitive to the spin-orbit potential at
the higher energies of the present study. It was assumed that the
spin-orbit radius was 1.0 fm and the diffuseness was 0.65 fm. These
geometric values are consistent with those recently obtained in this

mass regions'se, and with those generally cited in the literature.36

The spin-orbit potential strength was determined from considerations of
the present experimental results for the elastic scattering of 9.0, 9.5,
and 10.0 MeV neutrons. Two approaches were used. In the first, a mesh
of spin-orbit strengths was taken and the remaining six parameters (real
and imaginary strengths, radii and diffusenesses) concurrently fitted,

minimizing xz. In the second, a reasonable OM was assumed, and the
spin-orbit strength alone was fitted. The results of the two methods
were very similar, with an average spin-orbit strength of 8.36 MeV. No
polarization data suitable for verifying the spin-orbit potential at
energies above = 1.0 MeV was located in the literature. All of the
subsequent fitting and discussion of this paper assumed this spin-orbit
potential,

A = 8.36 MeV
so

r = 1.00 fm (2)
so

a = 0.65 fm.
80

These values are similar to those deduced at 11.1 MeV by Ferrer et al.lo

The 26 discrete levels used in the compound~nucleus calculations
were taken from Ref. 24. They are listed in Table I, and extend to an
excitation energy of = 3.5 MeV. For states above 3.0 MeV the spin
assignments are often uncertain, and some states may have been missed.
However, below 3.0 MeV the states are well known and they will dominate
the compound-nucleus processes at low energies. Above = 3.5 MeV the
excited states were represented by a continuum distribution, with the
level density given by

p(E,J) = 131_%_11

*exp((E - E_)/T)-exp(-(J + 1/2)%/20%), (3)
2 T

where J is the angular momentum of the continuum target level and Eo, T,

and ¢ are parameters used to describe the higher-energy excitations, and
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their values were taken from Gilbert and Cameron.46 The temperature, T,
was varied in the fitting procedure for E ¢ 6.5 MeV. The results
suggest appreciable fluctuation of T, but in a random manner. Thus Eo.

T, and o were kept fixed at the values of Ref. 46 for the remainder of
the fitting.

As noted above, the elastic distributions consist primarily of the
prominent forward peak with only modest detail at larger scattering
angles. The magnitude of the forward peak is closely related to the
neutron total cross section through the optical theorem, and the
energy-averaged behavior of the latter is well known from the rigorous
experimental evaluation of Ref. 11. Thus the evaluated neutron total
cross section, together with the differential elastic-scattering cross

sections (generally excluding values forward of 35o to 450). were used
in the fitting procedures. The weights associated with the total cross
sections were a factor of ten larger than those of the individual
differential elastic-scattering values.

The initial fitting procedures concurrently varied the six
parameters, real and imaginary strengths, radii, and diffusenesses. The
fits were not constrained and the resulting parameters fluctuated from
energy to energy. However, the real radius, T, decreased with energy

in an approximately linear manner, and the imaginary radius, rw,
followed r, but was slightly larger. These trends are reasonably

represented by’

rv = (1.34 - 0.009E) fm
r = 1.025-r ,
w v

(4)

where, throughout this work, E is the incident neutron energy in MeV.

With the radii fixed by Eq. (4), four parameter fits to the data
base were made from 1.8 to 11.1 MeV. The resulting parameters led to a
very good description of the observed differential elastic scattering,
as illustrated by the curves in Fig. 1. The energy dependencies of the
resulting parameters are not simple, particularly at the lower energies.
However, the real diffuseness, a . was essentially energy independent,

with an average value of a, = 0.574 fm. The imaginary diffuseness, a

had a broad maximum at = 6.0 MeV, as illustrated by the dashed curve in
Fig. 4. Above ~ 6.0 MeV, a decreased with energy to an approximately

constant value of = 0.4 fm at 10.0 to 11.0 MeV. The trend of aw below

= 6.0 MeV is somewhat ambiguous. The results in the 3.0 to 4.0 MeV
range extrapolate to a relatively large value at zero energy, while

12



T
Table I. Ex and J values used in the compound-nucleus calculations.

The values were taken from Ref. 24.

Level No. Ex(MeV) Jﬂ values
1 0.0 (g.s.) 7/2
2 0.320 5/2
3 0.929 3/2°
4 1.609 1172
5 1.813 9/2
6 2.411 3/2
7 2.547 172"
8 2.677 372"
9 2.699 15/2

10 3.084 5/2
11 3.150 3/2
12 3.195 3/2
13 3.215 3/2
14 3.264 5/2
15 3.280 5/2"
16 3.372 1/2
17 3.377 5/2
18 3.378 9/2
19 3.381 3/2
20 3.383 9/2
21 3.386 13/2
22 3.396 13/2
23 3.444 3/2
24 3.445 9/2
25 3.454 9/2
26 3.517 5/2

13
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those obtained at 1.8, 2.3, and 2.8 MeV suggest that aw becomes small at

zero energy. With the radii cited above, the fits to the data in the
3.0 to 4.0 MeV range were not very good, while those at lower energies
were quite acceptable. These variations may well be a manifestation of
fluctuations in the underlying data. Either extrapolation of a" to zero

energy results in an So strength function close to that derived from

resonance data,42 so So gives very 1little guidance in this case.

However, the energy-averaged neutron total cross section is at a minimum
in the 0.5 to 1.0 MeV region and this observation is consistent only
with small values of aw at low energies, as indicated by the dashed

curve in Fig. 4. This behavior can be qualitatively approximated by the
following linear segments

a
w

a
w

0.1 + 0.08:E fm (E ¢ 6.2 MeV) (5)
0.92 - 0.052'E fm (6.2 <E < 10.0 MeV),

]

illustrated by the solid curves in Fig. 4.

The magnitudes and energy dependencies of the volume integral-
per-nucleon of the real, Jv' and imaginary, Jw' potentials are also

shown in Fig. 4. (Somewhat similar energy behavior was found for the
quantities V -r2 and W +a , where V_and W_are, respectively, the real
oV o w o] o

and imaginary potential depths.) There is considerable scatter in the
values of JV and Jw, and this increases with decreasing energy, making

quantitative interpretation difficult. However, Jw increases

approximately linearly with energy, particularly above = 5.0 MeV,
whereas JV decreases with energy, more rapidly below » 6.0 MeV than at

higher energies. These strengths are reasonably represented by the
functions
Jv = (503 - 8.3-E) Mev-fm3 E £ 6.2 MeV
Jv = (470 - 2.9-E) MeV-fm3 E > 6.2 MeVv (6)
Jw = (53 + 3.1-E) MeV-fms.

Again, these linear approximations are illustrated by the solid curves
in Fig. 4.

Clearly, the linear dependence on E of rv, r. and aw. given by

Eqs. (4) and (5), will lead to trouble at higher energies. If one

15



requires that the total cross section be fitted to 20.0 MeV, then above
= 10.0 MeV these quantities become energy independent and an adequate
characterization of the spherical OM potential in the energy range 0.0
to 20.0 MeV is given by

(503 - 8.3-E) MeV'fm3 E ¢ 6.2 MeV

J =

v
JV = (470 - 2.9-E) MeV'fm3 E 2 6.2 MeV
r, = (1.34 - 0.009-E) fm E ¢ 10.0 MeV
r, = 1.25 fm E 2 10.0 MeV
a = 0.574 fm

\Y

(7)
J_ = (53 + 3.1-E) MeV-fm®

w

r = 1.025-r

w \Y

a = (.1 + 0.08-E) fm E ¢ 6.2 MeV

a, = (0.92 - 0.052-E) fm 6.2 ¢ E ¢ 10.0 MeV
a, = 0.40 fm E 2> 10.0 MeV.

The specific values given by Eq. (7) do not always give as good a
description of the elastic angular distributons as those shown in Fig. 1
because of the large spatter of the potential parameters illustrated in
Fig. 4. Furthermore, the linear segments of Egs. (7) are doubtless only
an approximation of a more energy-smooth behavior, as suggested by the
dashed line in Fig. 4. However, as shown in Fig. 5A, Egs. (2) and (7)
reproduce the data very well out to the first minimum. In addition, the
predicted elastic-scattering distributions below 1.5 MeV, calculated
with this parameterization, are in reasonable agreement with a broad

energy-average of the experimental data.8 However, at the very lowest
energies, where resonance fluctuations are large and it is doubtful that
a true energy-average of the experimental cross sections (in the sense
of the OM) has been obtained, calculation and experiment do deviate.
Finally, Eq. (7) leads to an So strength function of 7.34 x 10—4,

compared to the value (7.7 £ 1.2) x 10—4 deduced from resonance data.42

In the energy range 0.0 to 20.0 MeV, the total cross section
predicted from the OM parameterization of Egs. (2) and (7) is shown by
the "light" curve in Fig. 6. The calculated results are within = 3% of
the experimental values and generally well within the spread of the
data.

The potential of Eq. (7) leads to the inelastic neutron-scattering
excitation functions shown in Fig. 3. The present measurements
contributed to the experimental data base above = 4.0 MeV, particularly
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the prominent excitation of the 1609 (11/2") and 1813 (9/27) kev levels,
as 1illustrated. The results of the calculations are generally
consistent with the experimental values obtained using direct neutron
detection, but somewhat smaller than the results deduced from (n;n',v)
measurements. Many of the latter experimental results were obtained at
isolated energies and there are large fluctuations at the lower
energies, as illustrated, for example, in Ref. 8. The calculations of
inelastic scattering assumed only statistical processes, and they
apparently make up a very large majority of the inelastic-scattering
cross section. Above s 7.0 MeV, the experimental results, particularly
those of the present work, are slightly larger than those calculated
with the statistical theory. However, the differences are only a few
mb/sr, indicating that any direct-reaction component is very small.

Fluctuations in the underlying data may have distorted some of the

OM parameters given in Eq. (7). However, the general trends of the
potential appear real, and alternate approaches to the fitting led to
qualitatively the same conclusions. Thus, while there remain

unavoidable uncertainties in the interpretation, the resulting
parameterization is certainly suitable for applied usage.

V. DISPERSION RELATIONS

There is a well known dispersion relationship linking the real and

imaginary OM potentials16

+00
P (W(r,E') .,
V(r,E) =V, (r,E) + FJ_»—’;F“-E’)' dE’, (8)

where V(r,E) is the total real OM interaction, VHF(r,E) is its

Hartree-Fock component, P ig the principal-value integral, and W(r,E) is
the absorptive potential. The same dispersion relationship holds for
the radial moments of the potentials, that is

p *° <r(E')q>

q _ q '
<r(E) >V = <r(E) >HF + ;r-f o dE', (9)
—00
where, for example,
q _4dn q
<r(E) >w il W(r,E) r* dr. (10)

12-14

Mahaux and Sartor argue that the energy dependence of the radial

moments of <r(E)q>w can be parameterized by the form
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2
c (E EF)

<«r(g)%H =9 5 5 (11)
(E - EF) + Dq

where Cq and Dq are constants to be fitted to the various moments of the
imaginary potential. In addition, one expects VHF(r,E) to be a smooth

function of the energy. Therefore, it is reasonable to approximate its
moments by

<r(E)q>HF = Ay * B E. (12)

When Egs. (11) and (12) are substituted into Eg. (9), an analytic
expression can be obtained for the various moments, <r(E)q>v, of the
total real potential,

C Dq (E - EF)

2 2
(E - EF) + Dq

<r(E)q>v =A +B E+ (13)

The eighteen values of Jv’ a,. Jw' and a, shown in Fig. 4, together
with the OM radii given by Eq. (4), were used to calculate <r(E)q>v and

<r(E)q>w when q = 0.8, 2.0, and 4.0. These were combined with the E = 0

moments obtained from the zero-energy limit of Egs. (4) and (7), and for
each of the three q-values, the parameters of Egqs. (11) and (13) were

determined on the assumption that EF = -9.68 MeV. The values obtained

for these three guantities are listed in Table II.

1f one now assumes that Eq. (13) holds for all values of E, and,
further, takes V(r,E) to be a Woods-Saxon potential, the three moments
of the interaction can be used to determine the strength and geometry,

Vo, r, and a,. for energies outside the 0.0 to 11.1 MeV region where

the parameters Aq, Bq. Cq, and Dq were determined. In a similar manner,
Eq. (11) can be used to find the values of wo, T and a under the

assumption that the imaginary OM potential has a derivative Woods-Saxon
shape. In this way one has an alternative to Eq. (7) for extrapolating
the OM parameters to higher energies and, for the real potential, to
bound states. This alternative gives rise to a smooth variation of the
parameters over the entire energy range and, moreover, has some
theoretical justification.
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Table II. Constants Used in Evaluating Eq. (13)a.

Constant q=20.8 2.0 4.0
Aq(HeVofmq+1) 104.66 455.25 8372.9
Bq(fmq"l) -0.721 -4.793 -114.3
cq(uev'l-fmq”) 13.49 87.67 . 2265.9
D (MeV) 8.05 6.9 5.95

Best-fit values for the various moments of the real and imaginary
OM potentials when the parameterizations of Eqs. (11) and (13) are
used. The Fermi energy was taken to be -9.68 MeV in these
considerations. The dimensions of the quantities are given in the
first column of the table. .
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Figs. 7 and 8 show the results of applying the above approach to
the real and imaginary OM potentials. The values of r, and r,

calculated by use of Egs. (13) and (11), respectively, are quite close
to those given by Eq. (4), which were fixed before the final
four-parameter fits to the data were made. The rms deviation of the
former is 0.0014 fm, and the latter 0.0073 fm. For the real
interaction, the quality of the fit to V0 and a, is quite similar to

that obtained by the use of Eq. (7). The rms deviations of Vo and a,

from the best four-parameter fits to the data are 0.83 MeV and 0.061 fm
when Eq. (13) is used, compared to 0.70 MeV and 0.065 fm when Eq. (7) is
taken. On the other hand, Eg. (7) gives a considerably better
approximation to wo and a, than does Eq. (11). For the former, the rms

deviation of these quantities from the best four-parameter fits is 1.79
MeV and 0.068 fm, while the latter gives 4.15 MeV and 0.117 fm. Despite
this difference, the differential elastic-scattering cross sections
predicted by the two different parameterizations are quite gimilar, as
shown in Fig. 5. Neither, of course, gives as good a representation of
the data as was obtained by the four-parameter fits shown in Fig. 1.
However, at forward angles both fit the data quite accurately. It is
only at back angles, where the cross section is small and detailed shape
becomes important, that they deviate appreciably from experiment. The
one exception to this is at 11.1 MeV where the depth of the first
minimum predicted by the dispersion relations is = 13 mb, which is 35%

larger than the 9.5 mb reported by Ferrer et al.lo Also shown in Fig. S

are 300 keV averages of the experimental results of Smith et al8 for
energies extending from 0.3 to 1.5 MeV. Either OM parameterization
gives a fair prediction of these low-energy averaged data.

In Fig. 6 the total cross section predicted using the dispersion-
relationship approach (heavy curve) and the results obtained with Eq.
(7) (light curve) are compared with the experimental data. In the 0.5
to 1.0 MeV region, Eq. (7) gives a somewhat deeper minimum and may be in
better agreement with experiment. Between 3.0 and 6.0 MeV the
dispersion-relation predictions are slightly better than those obtained
with Eq. (7), while in the 10.0 to 14.0 MeV range the roles of the two
parameterizations are interchanged. Above 14.0 MeV the two give almost
identical results. Finally, the & = 0 strength function predicted by

Egqs. (11) and (13), S0 = 5.76 x 10_4. is somewhat smaller than the value

deduced from resonance experlments,42 S0 = (7.7% 1.2) x 10_4. Thus, in

the energy range 0.0 to 20.0 MeV, either parameterization gives an
adequate prediction for the total cross gsection with perhaps the
low-energy data showing a small preference for Eq. (7).
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tig. 7. The solid lines are the predicted variation with energy of Vo'

r, and a, for a Woods-Saxon potential. These result when the q = 0.8, 2, and

4 moments of the real potential, obtained from the best four-parameter fit to
the experimental data, are approximated by Eq. (13). The O's at positive
energies are the values obtained from the experimental fitting of the
scattering data. The same symbols for E < 0 indicate the magnitudes of V0

needed to fit the binding energies of particle- and hole-states when r, and a,

have the values predicted by Eq. (13). In order of increasing binding energy.

are: , , , 3 ., 0d , and
the bound states are Ogg/2 lpl/2 0f5/2' 1p3/2, 0f7/2 151/2 3/2
0d5/2' The first four are particle states and the last four, hole states.
E. = -9.68 MeV is also shown.
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experimental scattering data are approximated by Eq. (11). The O symbols
indicate the respective values oblained from the fitting. The experimentai
value of W“ at E = 0 (not shown) is 20.7 MeV.
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Fig. 9 shows the Jv values as a function of energy predicted by Eq.
(13) when the q = 2 values of Table II are used. For E > O, Jv is

indistinguishable from a straight line, and the values of this quantity,
extracted from the four-parameter fits to the scattering data (indicated
by O's), are seen to cluster about the predicted curve with an rms

deviation of 8.7 Mev—fms. For E < O, Jv is non-linear and reaches a

peak at about -6.0 MeV. It then turns over and reaches a minimum at
= -13.5 MeV, before beginning to rise again. In order to check the
predicted form of Jv for negative energies, one must look at values of

this quantity necessary to reproduce the observed single-particle and
single-hole energies. However, the definition of these quantities is
ambiguous when one deals with a non-closed-shell core. For example,

when the 1p3/2 neutron binds to the 7/2° ground state of 51V, the spins

can couple to I = 2+, 3+. 4+, and 5+. If these states are widely

separated in energy it s not clear what to accept as the
single-particle energy. In actual fact, in 52V candidates for all four

of these states lie within 150 keV of the ground state.47 Thus, the
simple approximation in which one takes the difference between the

binding energy48 of 52V and 51V, -7.311 MeV, differs only slightly from

the average binding energy of the four states, -7.264 MeV. On the other

hand, the energy to be taken for the f7/2 neutron-hole state is
ambiguous since the f7/2 nucleon can couple to the 5]V ground state to
give I = 7+, 6+, 5+, 4+, 3+, 2+. 1+, and 0+. Candidates for the first

seven of these states lie within 1.35 MeV of the 5OV ground state,49

whereas the I = 0+ is a T = 3 level, located at 4.805 MeV, and is the

isobaric analog of the 5oTi ground state. If one simply takes the

binding energy difference between 50V and 51V. one would conclude that

Gf = -11.051 MeV, while the average over the yrast 1 = 0+ to 7+
7/2

states gives -12.093 MeV. In either case the value of Jv needed to give
the binding energy for the f7/2 level is smaller than the analogous
guantity for the p3/2 state, and this is predicted by Eq. (13), as shown

in Fig. 9. The binding energies shown by the 0's in this figure are

those that arise when the average over the yrast states is taken. In
this way one concludes that the Fermi energy, EF’ is
1/2'(6f + € ) = -9.68 MeV.
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The energies of the other particle and hole states, shown in Fig.
9, were estimated in the following manner: From the 48Ca(d,p)490a
stripping data,50 the single-particle energies of the 1p1/2' 0f5/2' and
Ogg/2 levels can be obtained, while the 131/2. 0d3/2' and 0d5/2
hole-state energies can be gotten from the 48Ca(p.d)47Ca pick-up
results.51 These, of course, give the binding energies relative to the

480a core, and in order to translate these to 51V. one must know what
influence the addition of three f7/2 protons has on these numbers. This

was estimated for each of the states by making a shell-model calculation
in which the proton-proton interaction was the one that best reproduced
the spectra7 of 5oTi, 51V and 52Cr, and the proton-neutron matrix
elements were calculated using the Schiffer-True potential.52 In this
way, for example, the diagonalized states of the (ﬂf7/2)3(u31/2)
configuration were calculated, and the additional binding due to the
three f7/2 protons was determined from the average energy of the yrast

3 and 4 states. The energy values shown in Fig. 9 (other than those
for the 1p3/2 and Ot',”2 states) were obtained in this way.

In order to estimate the value of JV needed to reproduce these
binding energies, a, and r, were held fixed at the values given by Eq.
(13), and Vo' the Woods-Saxon depth, was varied so as to reproduce the

desired energy when the spin-orbit interaction of Eq. (2) was assumed.
Clearly, as can be seen from Fig. 9, the values of JV required to obtain

the hole- and particle-state binding energies bear out the trend
predicted by the dispersion relations.

VI. DISCUSSION

A comprehensive data base describing the neutron interaction with
vanadium was interpreted in terms of the spherical optical-statistical
model. The use of the spherical OM is justified by the following:

(i) Measured inelastic-scattering cross sections to states below
~ 2.6 MeV agree well with the predictions of a spherical OM

and Hauser-Feshbach theory,37 as modified by Moldauer39 (see
Fig. 3). There is no evidence for an appreciable direct-
reaction component.
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(ii) For the closed-shell-plus-one nuclei 89Y and 2OgBi, Jw at

E =0 has the values 66.47 and 33.87 MeV-fmS.
. 53,1 51 3 .
respectively. The value for v, Jw = 53 MeV-fm , lies

between these and increases with increasing energy, as would
be expected physically. (This is in contrast to the deformed

nucleus 5900, where Jw at E = 0 is more than twice as large,

135 Mev~fm3. and decreases with increasing energy.s)

(iii) In a study of low-energy neutron scaltering from Z = 39 to 51
nuclei, it was found that rw for deformed nuclei is smaller
than rv, whereas for spherical nuclei rw > rv.54 The

spherical fit to 51V leads to r, > rv. (In Ref. 6 it was
shown that a decrease in rw occurs when one attempts to fit

pseudo-scattering data generated with a deformed potential
using a spherical OM.)

{iv) The ( spherical shell model predicts the low-lying

3
L0 2)

excited states of 51V extremely well.7

With nuclei as light as 51V, one encounters difficulties in

determining the optimum OM parameters for several reasons. First,
fluctuations are in evidence, even at E = 5.0 MeV, and they require that
the data be averaged over fairly wide energy intervals in order to
obtain an experimental cross section consistent with that implied by the
OM. Below 4.0 MeV the energy-averaging interval in the present work was
% 500 keV. It is clear that compound-nucleus contributions change over
such an averaging interval as prominent channels open, leading to
uncertainties in the resulting OM parameters. Furthermore, even at the
highest energies of the present work, the elastic-scattering angular
distributions are rather structureless compared to those observed in
heavier nuclei or at higher energies, and this inhibits good definition
of OM parameters. Despite these problems, it was found, after some
initial calculations, that r, and rw varied rather smoothly with energy

and could be described by the values given in Eq. (4). The remaining
four parameters, the real and imaginary strengths and diffusenesses,
were then varied to give the best fit to the data shown in Fig. 1. The
values of the resulting parameters had considerable spatter, as shown in
Fig. 4, particularly for the imaginary potential at energies below 4.0
MeV. The energy averages of the data at 3.3 and 3.8 MeV lead to
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a, ~ 0.5 fm and a rather large Jw » 90 MeV«fna. On the other hand, the
fit to the three low-energy averaged cross sections implies smaller a,
values and, for the 1.8 and 2.3 MeV distributions, smaller Jw values.

Thus, below 4.0 MeV where fluctuations are extremely important, the
fitting gives conflicting imaginary-potential properties, and it is only
when one considers the neutron total cross sections in the 0.5 to 1.0
MeV range that one finds the smaller a, and Jw values are needed to

reproduce the observed dip in the total cross section shown in Fig. 6.

if the spatter in the OM parameters is smoothed according to Eq.

(7), one obtains the predicted angular distributions shown .in Fig. 5A.

Although the agreement with observations is not as good as the best

four-parameter fit of Fig. 1, the description is reasonably suitable

and, furthermore, the predictions agree fairly well with the broad

energy averages of data below 1.5 MeV obtained at this laboratory many
4

years ago.8 Eq. (7) gives an Sb strength function of 7.24 x 10 °, in
excellent agreement with the value deduced from resonance

measurements,42 (7.7 £ 1.2) x 10_4. The total cross section predicted

by this parameterization is indicated by the light curve in Fig. 6, and
over the entire energy range, 0 to 20.0 MeV, the prediction is within
~ 3% of the experimental values. The important characteristics of this
parameterization are: aw is small for E - O, a, is essentially energy

independent, and the rapid energy dependencies of r, and Ty disappear

above = 10.0 MeV. Furthermore, above = 6.0 MeV, de/dE changes from

-8.3 to -2.9 fms. The latter value is in good agreement with the global

results of Rapaportz, -2.74 fm3, or Walter and Gusss, -2.82 fms. both of
which were obtained from the analysis of high-energy neutron-scattering
data.

An alternate smooth representation of the OM potential is provided

by the dispersion relationship16 which relates the total real potential
to its Hartree-Fock component, plus a principal-value integral, over

energy, of the imaginary interaction. As discussed in the previous
section, various radial moments of the real and imaginary interaction
q

are also related, and if one smooths the values of <r by use of

>
w
Eq. (11) for q = 0.8, 2.0, and 4.0, one obtains the WO, rw, and aw for

the derivative Woods-Saxon imaginary potential shown in Fig. 8. The
analogous quantities for the real Woods-Saxon well obtained from Eq.
(13) with the parameters of Table II are shown in Fig. 7. The value of

r, obtained in this way does not decrease as markedly with increasing
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binding energy as that given by Mahaux and Sartor for 208Pb,12'13

for
89Y.14 and for 40Ca.15 The origin of this difference was examined, and

it was found that it is, in part, a consequence of not considering the
higher-energy scattering data. For example, if the global potential of

Walter and Guss3 is used to generate an additional nineteen sets of
differential cross sections, ranging from 12.0 to 30.0 MeV in 1.0 MeV
steps, rv reaches its maximum at -3.0 MeV rather than the -6.0 MeV shown

in Fig. 7. Moreover, in the region 0 to -20.0 MeV, the difference
between the minimum and maximum values of r, increases from the 0.04 fm

shown in Fig. 7 to 0.08 fm. Thus, the magnitude of the dip in rv as one
approaches EF is extremely sensitive to the high-energy behavior of the

potential.

When the dispersion relations are solved using the parameters of
Table II, the differential elastic-scattering distributions shown in

Fig. 5B are obtained. These values are quite similar to the results
obtained using Eq. (7), except for the 11.1 MeV distribution where the
predictions of Eq. (7) are somewhat better. The total cross sections

predicted with Eqs. (11) and (13) (heavy curve of Fig. 6) are quite
similar to those obtained with Eq. (7), and are in good agreement with
4

experiment. The So strength function is predicted to be 5.76 x 10 °, in
fair agreement with the value deduced from resonance measurenents,42
(7.7 + 1.2) X 1072,

Consider now the problem of the bound states. As stated in the

previous section, when a nucleon or hole is bound to a non-closed-shell
core, the definition of the single-particle energy is not clear-cut. 1In
the present work the single-particle or hole energy was somewhat
arbitrarily defined as the average over all the spin states attainable

by coupling the particle or hole to the Jﬂ = 7/2 ground state of 51V.

instead of taking it to be the binding energy of the yrast level. For
the p3/2 state this makes little difference, since the four possible
spin states are almost degenerate. On the other hand, for the f7/2—hole
state the averaging procedure increases the binding energy by = 1.0 MeV.
The numerical values in these two cases, obtained directly from the

experimental binding-energy tables,48 together with the spectra of

52V.47 and 50V,49 are shown in Fig. 9. However, for the other particle-

and hole-states the situation is more complicated, since the

experimental positions of the various multiplets in 52V and 50V are

unknown. If r, and a, were constants for negative energies, the values
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of VO needed to give the binding energies appropriate to the particle

gtates in 49Ca,55 and the hole states in 47Ca.56 could be determined and

these then translated to the values of Jv required for these states in

51V by ysing. for example, the Rapaport2 global change in the potential
depth, -22.7(N-Z)/A MeV, and an appropriate increase in the well radius

governed by Rv = rVAl/a. However, according to Fig. 7, both r, and a,

depend on energy. Thus, the procedure used for determining the

"experimental” values for the single-particle energies of the other

particle- and hole-states was to take the energies of the Od5/2' 0d3/2'
56

. 47 55
and 131/2 holes in Ca, and the 1p1/2' 0f5/2 and Ogg/2 states in
49Ca. and to estimate the extra binding due to the three additional f7/2

protons by a shell-model calculation, as described in the previous
section. The values of Jv needed to obtain these binding energies are

shown in Fig. 9, and the results are in close agreement with those
predicted by the use of the dispersion relationship.

One might, of course, question the use of the shell model to give
"experimental"” binding energies of particle and hole states in 51V. One

can examine how closely the single-particle and hole energies in 490a

and 47Ca, together with the shell-model calculations, reproduce the

55N.

observed energies of these states in 57Ni and i. For the 1p1/2'

0f5/2 and Ogg/2 states, the shell-model calculation gives -9.07, -9.93,
and -8.14 MeV, respectively, whereas the experimental values in
57Ni 48,57

in 51V where the added neutron interacts with three f7/2 protons instead

are -9.17, -9.51 and -7.26 MeV. Thus, one would expect that,

of eight, the predicted binding energy for the lpl/2 state would be
quite accurate, while for the 0f5/2 and Ogg/2 levels it would be,

respectively, = 200 and 400 keV too large. From an inspection of Fig.
9, it is clear that the value of JV needed to give the “correct” binding

of the pl/2 level is almost identical to the dispersion-relationship
value, while for the 0f5/2 and Og'g/2 levels it is, respectively, greater
by 0.88% and 2.93%. (If the required binding energies of the Ofs/2 and
Ogg/2 levels are reduced by 200 and 400 keV, respectively, these

percentages become 0.22% and 1.79%, Similarly, in 55Ni the positions of

)—1 and (0d )_1 levels are probably known and the binding

the (is

1/2 3/2
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energies48'58 are -19.80 and -20.37 MeV, while shell-model calculations

give -19.73 and -22.64 MeV for the two corresponding values. Thus, the

1/2) 1 level is 1in excellent agreement with

prediction of the (1s

experiment, but for the (0d )”1 level in 51V, the shell-model estimate

3/2
probably gives = 700 keV too much binding. Again the results are in
agreement with those shown in Fig. 9, as the 81/2 hole has a Jv value
almost identical to the dispersion-relationship prediction, while the

(Ods/z)— hole value is 3.24% larger than given by Eq. (13). (If the

d3/2 hole energy is 700 keV less tightly bound, this discrepancy is
reduced to 1.38%.) In all cases it is clear that the values of Jv
needed to give the observed binding energies follow quite closely the
dispersion-relationship predictions.

Because of the dispersion relationship, Eq. (8), it seems clear
that the concept of a global OM does not have validity, particularly at

low energies. The imaginary potential is supposed to account for the
effects of those levels not explicitly considered in the OM
calculations. Since there are fewer low-lying states in an even-even
nucleus, the imaginary potential should be different for adjacent
even-even and odd-even nuclei. The same is also true for neighboring

odd-even nuclei. For example, 51V has a closed N = 28 neutron shell,
and below = 2.7 MeV has only eight excited states—-five of them

accounted for by various couplings of the (nf 3 configuration.7 On

7/2)
the other hand, 53V, which has two neutrons outside the N = 28 shell,

has eighteen states in this excitation range.59 Thus, one would expect
the imaginary potential to vary from nucleus to nucleus, and because the
principal-value integral of Eq. (8) involves the surface-imaginary
potential, the real interaction should have rV and av values dependent

on the nucleus in question. The degree to which this variation in
OM parameters is a concern will depend, of course, on the accuracy with
which one wishes to describe the experimental data.

VII. CONCLUSIONS

In summary, the main conclusions of this study are:

(a) Spherjcal OM Interpretatjon The elastic neutron scattering

and the neutron total cross section, together with inelastic
excitations below = 2.6 MeV, of vanadium can be understood in
terms of the spherical optical-statistical model. An adequate
approximation of this potential, particularly for applied
work, is given by either Eq. {(7) or the dispersion
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(b)

(c)

(d)

(e)

relationships of Eqs. (11) and (13), together with the
parameters of Table I[I. The very low-energy data favors the
parameterization of Eq. (7).

J vs E curve 16.0 to 20.0 MeV above EF From Fig. 4 and

Eq. (7), it is clear that near 6.0 MeV (i.e., ~ 16.0 MeV above
EF) the slope of Jv changes from de/dE s -8.3 fms tos -2.74

fm3. The latter is similar to the global values. Such a

change in slope has been noticed in the analysis of the 20981

data1 (where it was found to occur = 15.5 MeV -above EF) and in

a 59Co analysis6 (where the transition occurs = 19.5 MeV above
EF). This change marks a transition between 1low- and

high-energy results, and is probably a manifestation of the
onset of the Fermi surface anomaly.

Low-/high-Energv Dichotomyv From a study of the strength

function, low-energy neutron scattering data and polarization
data, Moldauer60 concluded that a_, was small and r, was

greater than 1.26 fm for all but the transuranic elements.
Similar values of r, and av have been found in the analysis of

59Co and 2098i data.l'6 The present 51V results are another

example of this behavior. These values are in contrast to
those of global models. These conclusions, combined with
those cited in (b), above, imply that great care must be taken
in extrapolating between low- and high-energy OM parameters.

Fermi Surface Anomaly Mahaux and Ngo61 have predicted a
flattening out of JV, and then a change in sign of dJV/dE,

near E =~ 0. This effect is known as the Fermi surface
anomaly. From Figs. 4 and 9 it is evident that for E > 0 the
scattering data do not indicate more than a linear energy
dependence of Jv in the range 0 { E ¢ 6.0 MeV. However, the

values of Jv needed to reproduce the single-particle and hole
bound-state energies exhibit this anomaly. Indeed, Jv quite

closely follows the dispersion-relationship curve predicted by
Eq. (13) and the parameters of Table II. Thus clear evidence
of the Fermi surface anomaly is found, but only from an
analysis of bound-state data.

Method of Moments and the Extrapolatiopn of OM Parameters The

various radial moments of the real and imaginary OM potential
have been parameterized in terms of Egqs. (11) and (13). The
parameters (Aq to Dq, see Table II) have been determined by
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fitting the data at nineteen energies between 0 and 11.1 MeV,
and they have been used Lo deduce the OM interaction in the
region -20.0 ¢ E < 20.0 Mev. It was found that results in
good agreement with experimental values could be obtained for
both E < 0 (see Fig. 9) and for E > 0 (see Figs. 5B and 6).
Although the extrapolation gives a good account of the data,
the predicted values of rv and V0 do not show the marked

structure reported by Mahaux and Sartorla_15 for the nuclei
208Pb. 89Y and 40Ca when E < 0. These authors found that r,
decreases and Vo increases with increasing binding energy. It
is clear (see Fig. 7) that for E < 0, V0 certainly does not
become larger with binding energy, and rv shows a very weak

dependence on E. It was found that a large part of this
difference in behavior is due to the neglect of the E > 11.1
MeV data in deducing the parameters of Table II. Thus, even
though an adequate extrapolation of the OM potential can be
obtained using only the 0 to 11.1 MeV results, the neglect of
the higher-energy data may lead to unphysical properties for
Vo and r,-

(f) i Because the imaginary potential describes
the contributions of channels neglected in the OM analysis,
this quantity should vary from nucleus to nucleus, and there
should certainly be a different behavior for even-even and

odd-even nuclei. Furthermore, because of the dispersion
relationship of Eq. (8), the real potential should also be a
function of the nucleus in question. This should be

particularly true for r, and a, at low energies because of the

surface nature of the imaginary potential. However, at higher
energies, the number of neglected channels is so large that
any differences in the low-lying states of the target nuclei
are probably insignificant, and the concept of the global OM
may become once more valid. The accuracy with which one seeks
to describe the experimental data will determine to what
extent the use of a global OM is suitable at low energies,
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